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|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **学号：** | **2022112831** | **姓名：** | **蔡志宇** | |
| **学号：** | **2022110553** | **姓名** | **杨昊岩** | |
| 实验概述 | | | |  |
| 实验目的 1）学习构建集群的方法  2）学会使用典型的负载均衡框架  3）学会使用Hadoop 进行map-reduce编程  4）学会使用MyCat 或 Sharding-JDBC进行分库分表等数据架构技术  5）学会使用 Redis进行数据缓存优化  6）能够灵活应用计算/数据密集型中间件到实际系统 实验要求 1）2人结对成组  2）实验2.1必做，2.2选做，2.3和2.4两选一，2.5必做  3）结合前序课程中“进销存”管理类系统(或其他实际软件系统)进行计算层架构重构，支持海量用户的在线高并发请求场景  4）应给出关键过程的细节 | | | | |
| 实验内容与过程 | | | |  |
| nginx集群负载均衡实验  1. 请给出搭建单虚拟机nginx的关键过程，并修改nginx主机的首页内容从英文变为中文。   在Virtual Box 中安装Ubuntu 22.04虚拟机后，首先需要设置虚拟机为桥接网卡模式，以便虚拟机和宿主机存在于同一网段中，从而能够实现分流负载。    使用命令sudo apt install nginx即可安装nginx，通过ip addr获得当前虚拟机的ip地址，    在宿主机浏览器中输入此ip地址可以查看nginx页面    Nginx的默认页面位置存在于主机的/var/www/html/index.html中，通过修改文件中的内容，重启nginx即可发现页面内容改变。首先需要更改此html页面中的字符集为utf-8。    其次还需要修改nginx的配置文件中的字符集，nginx的配置文件位于/etc/nginx/site-enabled/default 中，添加charset utf-8.    输入虚拟机的ip，可以查看到当前的Nginx页面已经存在中文。     1. 请详析配置文件中涉及的upstream、location和server块。   在具体的配置文件/etc/nginx/nginx.conf中。为了整体的学习流程，我们完整的介绍所有的配置文件内容，不局限于server块中的upstream、location等内容。整个nginx配置文件的结构大致如下：    **首先是全局块的内容**。全局块是默认配置文件从开始到events块之间的一部分内容，主要设置一些影响Nginx服务器整体运行的配置指令，因此，这些指令的作用域是Nginx服务器全局。通常包括配置运行Nginx服务器的用户（组）、允许生成的worker process数、Nginx进程PID存放路径、日志的存放路径和类型以及配置文件引入等。    **然后是event块**。events块涉及的指令主要影响Nginx服务器与用户的网络连接。常用到的设置包括是否开启对多worker process下的网络连接进行序列化，是否允许同时接收多个网络连接，选取哪种事件驱动模型处理连接请求，每个worker process可以同时支持的最大连接数等。这一部分的指令对Nginx服务器的性能影响较大，在实际配置中应该根据实际情况灵活调整。    **然后是Http块**。http块是Nginx服务器配置中的重要部分，代理、缓存和日志定义等绝大多数的功能和第三方模块的配置都可以放在这个模块中。  前面已经提到，http块中可以包含自己的全局块，也可以包含server块，server块中又可以进一步包含location块，在本书中我们使用“http全局块”来表示http中自己的全局块，即http块中不包含在server块中的部分。  可以在http全局块中配置的指令包括文件引入、MIME-Type定义、日志自定义、是否使用sendfile传输文件、连接超时时间、单连接请求数上限等。    **接下来是对Server块的介绍。**  server 块定义了一个虚拟主机，用于处理特定的域名或 IP 请求。每个 server 块包含多个配置指令来指定该主机的行为，比如监听的端口、主机名和处理请求的规则。  常见的配置如下   1. server { 2. listen 80;  # 监听 80 端口 3. server\_name www.example.com;  # 匹配域名 5. root /var/www/html;  # 设置网站根目录 6. index index.html index.htm;  # 指定默认首页文件 8. location / { 9. try\_files $uri $uri/ =404;  # 文件存在则访问，否则返回404 10. } 12. error\_page 404 /404.html;  # 自定义 404 页面 13. }   **常用指令：**   * listen：指定服务器监听的端口或 IP 地址。 * server\_name：定义虚拟主机匹配的域名，支持通配符。 * root：指定静态文件的根目录。 * index：定义默认访问的首页文件名。 * error\_page：指定错误状态码的自定义页面。   **然后是关于Location块内容的介绍**。location 块用于定义 URL 路径匹配规则以及路径下请求的处理逻辑。它是 server 块中的子配置，允许为不同的路径或文件类型设置不同的处理方式。  示例配置：   1. server { 2. listen 80; 3. server\_name www.example.com; 5. location / { 6. root /var/www/html; 7. index index.html; 8. } 10. location /images/ { 11. root /data/images; 12. } 14. location ~\* \.(jpg|jpeg|png|gif|ico|bmp)$ { 15. expires 30d;  # 缓存 30 天 16. } 17. }   常见配置指令   * root：设置处理该路径的根目录。 * index：定义默认访问的文件。 * try\_files：用于检查多个文件是否存在并按顺序尝试。 * proxy\_pass：用于将请求转发到上游服务器。 * expires：设置缓存策略。   **最后是关于upstream块的介绍。**upstream 用于定义反向代理的上游服务器组。Nginx 通过反向代理将请求转发到后端的多个服务器，实现负载均衡和高可用。  Upstream块的语法格式如下   1. upstream backend { 2. server 192.168.1.101:8080;  # 上游服务器1 3. server 192.168.1.102:8080;  # 上游服务器2 4. server 192.168.1.103:8080;  # 上游服务器3 5. }   搭配上server块的完整示例如下：   1. upstream backend { 2. server 192.168.1.101:8080; 3. server 192.168.1.102:8080; 4. server 192.168.1.103:8080; 5. } 7. server { 8. listen 80; 9. server\_name www.example.com; 11. location / { 12. proxy\_pass http://backend;  # 请求转发到上游服务器组 13. proxy\_set\_header Host $host;  # 设置请求头 14. proxy\_set\_header X-Real-IP $remote\_addr; 15. proxy\_set\_header X-Forwarded-For $proxy\_add\_x\_forwarded\_for; 16. } 17. }   常见的指令：   * server：定义一个上游服务器，可以指定 IP 和端口。 * weight：为服务器设置权重，权重高的服务器会分配更多请求。 * max\_fails：设置最大失败次数，超过该次数后暂时不再请求该服务器。 * fail\_timeout：设置失败后的暂停时间。 * proxy\_pass：指定将请求转发到上游服务器或服务器组。   3）请描述所搭建的虚拟集群环境，验证虚拟集群可以互相访问。  使用VirtualBox 安装了一台Ubuntu22.04LTS系统的虚拟机，以及一台kali2024.2虚拟机和一台kali2024.3虚拟机。使用网口桥接模式从而每一台虚拟机获得了各自的与宿主机一致的网段下的ip地址。分别查看四台主机的地址：    我们分别让四台主机分别ping 另一台，形成一个回环，即可认为虚拟集群可以互相访问。由此我们可以得出结论，虚拟集群之间可以相互连接。    4）配置集群的负载均衡系统，给出关键过程，验证负载均衡系统是否工作。  首先配置nginx的配置文件，由于在nginx.conf中包含了所有conf.d目录下的.conf文件，所以我们只需要在conf.d目录下新建conf文件，并且写入均衡负载的upstream块以及server块代码即可。保存文件后重启nginx。    分别在另外两个虚拟机中部署好中间件，我们在publish接口出加入具体的注释，来标识当前的宿主机的http请求经过nginx均衡负载后究竟发往了哪一台服务器。    主机运行的客户端的发送的http请求的url更改为nginx监听的ip和端口：    当我们第一次发送消息的时候，server one中的中间件接受并处理了消息：    当我们第二次发送消息的时候，server two中的消息中间件接受并处理了消息：    由此可见，我们的分流系统已经正常工作。  5）配置并验证使用不同集群负载均衡算法（至少三种），给出过程、观测的情况，给出自己对负载均衡算法的理解和认识。  查阅资料得知，nginx内置了多种负载均衡策略。包括：轮询策略、加权轮询策略、ip\_hash策略、最少连接策略、url\_hash策略、fair策略和Sticky策略。   1. 轮询策略   该策略就是服务器将每个前端请求按顺序（时间顺序和排列次序）逐一分配到不同的后端服务器节点。如果后端服务器出现问题，即down掉，那么就会被自动剔除。  Nginx的默认策略就是轮询策略，就像我们在第四步中实现的那样，第一条消息被分配给了server one，第二条消息被分配给了server two。并不需要进行更多的配置。  **可以查看过程四中的具体的观测情况。这里不过多赘述。**   1. 加权轮询策略   该策略在基本的轮询策略基础上考虑各后端服务器节点接受请求的权重，指定各后端服务器节点被轮询到的机率，主要应用于后端服务器节点性能不均的情况。  例如：通过直接配置weight来设置访问机率，weight的大小和访问比率成正比。下面三个服务器（如果不配置weight，则默认配置为weight=1），第一个的权重是1，第二个的权重是3，第三个的权重是2，那么这三个后端服务器被访问的比率是1:3:2，即server172.31.3.82:9171被访问的机率最高，server172.31.3.82:9171次之，server172.31.3.82:9170访问的机率最小。示例配置：     1. Ip\_hash策略   该策略是将前端的访问IP进行hash操作，然后根据hash结果将请求分配到不同的后端服务器节点。这样会使得每个前端访问IP会固定访问一个后端服务器节点，好处是前端用户的session只在一个后端服务器节点上，不必考虑一个session存在多台服务器节点出现session贡献问题。  例如：因为weight是内置，所以可以直接和其他策略配合使用。本策略使用的是ip\_hash策略，需要在配置upstream中添加ip\_hash一行。示例配置：     1. 最少连接(least\_conn)策略   基于最少连接的负载平衡是另一种简单的方法。顾名思义，此方法将请求定向到当时具有最少活动连接的服务器。对于请求有时可能需要更长时间才能完成的应用程序，它比循环法更有效。   1. url\_hash策略   该策略将前端请求的url地址进行hash操作，根据hash结果将请求定向到同一后端服务器节点上，后台服务器为缓存是比较有效。一般url\_hash需要配合缓冲命中来使用。示例配置：     1. fair策略   该策略请求转发到负载最小的后端服务器节点上。Nginx通过后端服务器节点对响应时间来判断负载情况，响应时间最短的节点负载就相对较轻，Nginx就会将前端请求转发到此后端服务器节点上。示例配置：     1. Sticky策略   该策略在多台服务器的环境下，为了确保一个客户端只和一台服务器通讯，它会保持长连接，并在结束会话后再次选择一个服务器，保证了压力均衡。示例配置：    **具体的策略观测**   * + 1. 轮询策略：在不进行任何有关负载均衡的设置的时候。Nginx默认的配置就是轮询策略，会将请求轮流发送给不同的服务器。如下图所示。      * + 1. 加权轮询策略   首先我们修改nginx的覆盖均衡策略为加权轮询策略，为了效果更佳明显，我们将权重分别设置为1和5，然后重新启动nginx。    我们使用jmeter进行11次测试    在控制台中我们可以看见有9次请求被分流给了server two，两次请求分流给了server one     * + 1. 最少连接策略   设置好nginx服务器的配置文件，并重新启动nginx服务器：    使用jmeter发送50条请求给nginx服务器：    由于两台虚拟机的配置类似，并且实质上我们没有多余的测试用户，所以测出的结果基本上是两台服务器均衡的分配了所有的消息。    6） 应用负载均衡技术改造遗留的“~~进销存~~”系统，赋予支持海量用户的在线高并发请求的能力，请给出设计细节并分析负载均衡前后的区别。  **整体的实现架构**     1. **对系统的改造**   我们的基于实验一中的智能体聊天系统，以及对应的日志存储系统完成了整个的实验流程。事实上我们在对整个实验完成过程中就是在改造原有的系统。包括对原有的客户端的发送的请求端口更改为nginx的监听端口。  请求端口：    Nginx监听端口，以及服务器的服务端口：    服务器的subscriber也要连接宿主机的docker中的数据库，更改ip：    总体来说关键的修改就是这部分内容。   1. **并发压力测试**   我们原有的系统成功在10秒中增长15000线程中达到了错误率0%的成果，在改进后系统中。由于电脑的性能原因，并且虚拟机的损耗也十分巨大，无法增长到15000线程，所以我们在同时减少线程和时间进行压力测试。  首先我们清空数据库，以便后续来查看测试后成功插入了多少条数据    我们是用如图的jmeter配置进行测试，设置Ramp uptime为0后，代表以服务器的最大能力来进行接受，由于ubuntu的虚拟机分配的物理资源有限，故实现的最大连接数大概率不及实验一本机运行的连接数：    Jmeter测试结果如图，吞吐量相比实验一有所下降，猜测是物理资源受限以及虚拟机资源损耗所致，实验目的达成：   hadoop分布式计算实验 1）配置集群环境，设置主节点主机名为manager，从节点主机名为workerX(X为数字编号)，给出主要过程；同时给出配置SSH免密登录的关键步骤。  将下载好的jdk传入虚拟机并且解压到home/pha/jdk-11.0.11    修改/etc/profile 文件，配置JDK的路径    然后重载配置文件，我已经为用户pha配置过root权限。    修改 /etc/hostname 文件： master节点的主机设置为 master ，其他两个虚拟机分别设  置为slave1、slave2，并且修改/etc/hosts文件如下：    安装ssh    生成RSA密钥，并对集群内进行密钥的共享：    配置节点间的无密码访问，同理对slave2进行操作。    测试无密码ssh访问，成功了喵。    2）请配置hadoop集群计算环境，要求数据块副本数为3。给出主要过程，并验证正确性。  解压hadoop。    配置hadoop环境变量，并且更新配置文件source /etc/profile    Hadoop的Hadoop-env.sh配置文件中添加内容    修改core-site.xml中的主要内容    hdfs-site.xml中主要内容：value字段设为3，表示数据块副本数为3    mapred-site.xml中主要内容(MapReduce的配置文件)    配置好三台主机的Hadoop文件，也就是masters文件和workers文件，分别填入master和worker{$worker\_num} 这里就不多赘述。  在slave1和slave2中同样复制整个hadoop-3.2.2的目录    在master节点上执行hdfs namenode -format,在执行start-all.sh验证正确性    使用jps命令进行查看，成功开启hadoop     * 1. 请使用hadoop集群环境计算英文版[Stray Birds](https://en.wikisource.org/wiki/Stray_Birds)正文中每个单词出现的次数。   首先进入Hadoop目录，将飞鸟集stary\_birds文件上换到hdfs文件系统    调用word\_count函数来对飞鸟集文件进行处理，结果存储到output文件中    打开output文件可以查看飞鸟集中各个单词的出现频率     * 1. 请使用hadoop集群环境计算遗留的“进销存”系统中海量用户的log日志中的访问统计。请模拟输入数据，从1万个用户共100万次操作记录中计算每个用户的访问次数。   模拟1万个用户做了100万次操作记录，我们使用python写一个模拟数据的脚本，将生成的文件传入虚拟机。 Mycat数据库分库分表实验（我们选择了2.4进行实验内容） 1）请给出Mycat配置安装过程中遇到的问题和解决方案。  2）请详析Mycat的分库分表原理和操作方法。  3）请模拟具有复杂表结构和含有较大数据量的数据库表， 并基于此库表描述分库分表的结果，且验证分库分表的效果。 Sharding-JDBC数据库分库分表实验 1）请给出Sharding-JDBC配置安装过程中遇到的问题和解决方案。 1. 首先，打开IDEA，创建Springboot项目    然后，修改pom.xml，加载maven依赖    以docker部署MySQL服务    使用Springboot构建时，出现问题，需要在application.yaml中进一步修改配置项。因为Sharding-JDBC已经修改了配置方法，在yaml中定义分配方法。通过在新版Sharding-JDBC中查阅文档获取配置方案。  2）请详析Sharding-JDBC的分库分表原理和操作方法。  原理：  Sharding-JDBC在应用层实现水平拆分，无需改变业务代码。它基于用户设定的分片键(Sharding Key)，将数据分配到不同的数据节点上。具体是解析SQL请求，判断是否涉及到用户设定的分库分表逻辑，然后根据用户设定的路由策略，将SQL请求路由到合适的库和表。  **例如**：SELECT \* FROM orders WHERE order\_id = 123  假设订单号按order\_id % 4拆分到4个表，则 Sharding-JDBC 会根据123 % 4的结果确定该查询应路由到orders\_3表。  当涉及多库多表的查询时，Sharding-JDBC 会在不同的数据节点上并行执行查询，然后执行结果归并处理。对于聚合查询，会合并各节点的查询结果。如果是分页查询，按分页条件对合并后的结果再次排序截取。（即都需要先合并，再选择要不要截取）  **操作方法**：  现在的Sharding-JDBC支持Springboo框架，通过在application.yaml中设定分片策略来进行分库分表。常见的分片策略如下：   1. 范围分片（Range Sharding）：根据数据范围进行拆分，如用户 ID 小于 10000 的存储在数据库 1，大于 10000 的存储在数据库 2。 2. 哈希分片（Hash Sharding）：将分片键的哈希值取模，用于确定数据存储的位置，如order\_id % 4 分散到 4 张订单表。 3. 复合分片（Complex Sharding）：基于多个字段的组合拆分数据，如按用户 ID 和订单时间共同决定数据的存储位置。 4. 按日期分片（Date Sharding）：数据按日期区间拆分，如按月份生成一张表，orders\_2024\_10 表示 2024 年 10 月的订单数据。 5. 请模拟具有复杂表结构和含有较大数据量的数据库表， 并基于此库表描述分库分表的结果，且验证分库分表的效果。 6. 首先，创建多数据库服务器，模拟分布式数据库        1. 制定水平分库、分表规则。有两种分片算法可采用        1. 由于是分布式，需要考虑全局的id序列，不能简单采用主键自增，因此配置分布式序列算法      1. 编写Entity,Mapper        1. 编写测试类   首先是分库测试    看下结果：由于我也编写了分表逻辑，因此数据出现在了server-order0的order0和server-order1的order1表中      再测试一下分表：    看下结果：      可见数据实现了分库和分表插入，根据user\_id的inline类型的奇偶分库，再根据orderNo的哈希值模2分表 Redis数据缓存实验 1）请给出Redis配置安装过程中遇到的问题和解决方案。  1. 使用docker安装  docker run –name redis -p 6379:6379 redis:latest    使用redis-cli    2）请详析Redis的缓存清洗策略，数据迁移及扩容策略，面向缓存雪崩、穿透等问题的策略。   1. 缓存过期命令   EXPIRE key seconds [ NX | XX | GT | LT]   1. NX 当key没有过期时间时，更新key为seconds 2. XX 当key已过过期时间时，更新key为seconds 3. GT 当新设定的过期时间大于当前剩余时间时，更新key为seconds 4. LT 当新设定的过期时间小于当前剩余时间时，更新key为seconds 5. 过期缓存删除方式 a) 惰性删除：客户端请求查询key时，根据设置的过期时间检查，过期了就删除，重新从数据库获取。没过期就返回 b) 定期删除：设定定时任务，每次随机抽取一些设定过期时间的key，过期了就删除。如果key很多，那么就根据hash桶的维度去扫描key，扫到20个key为止，如果第一个桶不够，那就接着扫第二个桶。最后删除已选中的key，进行删除，如果过期的key超过25%，接着删 6. 内存淘汰策略  a) Volatile-random：随机删除，使用allkeys-random策略，适用于常规时段商品浏览等不具有明显业务特征的数据 b) Volatile-ttl：删除过期时间内剩余时间最短的key，根据过期时间与当前时间的差额进行短到长的排序，适用于不具有明显业务特征的数据 c) Volatile-lru：删除最近最少使用的key，也就是最近最不常用数据筛选出来，适用于具有冷热数据隔离需求的数据进行清理。比如电商的受季节影响的数据。 d) Volatile-lfu：删除访问次数最少的key。在LRU中，假如一个数据只是最近才被访问一次，就被作为热点保留，显然不合理。因此根据key最近的访问频率进行淘汰 e) 剩下的是针对全部的数据，也就是可以与不需要强制配置过期时间的key的数据分开。 7. 数据迁移策略 a) 主从架构：有一个主数据库实例（master）和多个从数据库实例（slave），可通过slaveof命令来使服务器成为新的从服务器。然后进行复制初始化，通过SYNC命令可以使master向slave发送快照文件，其中包含这段时间执行的写命令，slave执行快照后，master执行写操作都会同步给slave。如果需要将新从服务器变为主服务器，可以先对原master停止写操作，打开新redis的读写操作，修改业务为新的redis配置，然后断开数据同步，这样新redis就从slave升为master。或者使用aof，追加key到新redis服务器，不会删除原有的key。 b) 哨兵模式：基于主从模式，只不过引入哨兵来监控与自动处理故障，监控主从是否正常运行，master故障能自动将slave转换为master。数据迁移上同主从复制 c) 集群模式：通过分片进行数据管理，将哈希槽分配给节点，集群之间的信息通过Gossip协议进行交互。对于新插入的redis服务器，可以将插槽中的一些移动到新服务器，然后会根据CRC16算法得到结果，对结果进行16384取余数，得到插槽值，进而会有一部分请求分配到新服务器中。整个过程无需停止任何业务。 8. 数据扩容策略（上一部分提到的集群模式基础上）    1. 垂直扩容：增大redis服务器的硬件配置。对于更新的服务器，先按照主从模式，通过slaveof进行复制，作为从节点，然后转换业务配置升为主节点    2. 水平扩容：向集群中增加新的Redis实例，然后更新哈希槽，使其一部分由新的Redis进行管理，并将原节点属于该部分插槽的数据进行迁移，迁移后通知客户端新的节点信息。可采用aof或rdb进行迁移。 9. 缓存雪崩：缓存雪崩是指缓存中数据大批量到过期时间，而查询数据量巨大，请求直接落到数据库上，引起数据库压力过大甚至宕机。 解决方案： 10. 均匀过期：设置不同的过期时间，让缓存失效的时间点尽量均匀。可以为有效期增加随机值或者统一规划有效期。 11. 互斥锁：当需要回写时，只允许第一个线程获取缓存，访问数据库，然后加载到缓存中，剩下的线程需要等到该回写线程执行完，再获取缓存。 12. 数据永不过期：对于大量访问的数据，不设置过期时间，而采用异步的方式更新缓存中的数据。 13. 双层缓存策略：使用主备两层缓存，主缓存有效期正常设置，主缓存失效时从数据库加载最新值。而备份缓存中的数据有效期更长，当获取数据失败的时候读取该缓存，当主缓存更新时，同步通过主缓存更新缓存备份，防止失效时直接访问数据库。 14. 缓存穿透：缓存穿透指用户请求的数据不命中缓存，且数据库也没有，每次都需要查询，且返回空值。如果有攻击者不断请求不存在的数据，会导致数据库大量请求，甚至数据库宕机。 解决方案： a) 布隆过滤器：是一种概率型数据结构，检测集合中是否存在一个特定的元素。通过k个哈希函数对元素计算产生k个哈希值，并以哈希值作为m位的位数组的下标（取余数），将所有k个对应的比特值由0设为1。当查询一个元素时，计算k个哈希值，并查询，如果有某个比特位为0，则该元素一定不在集合中。如果都为1，则可能存在集合中。对于判断不存在的元素，布隆过滤器时间复杂度低，节省空间不需要存储数据。但缺点加入比特位后是不能删除元素。最适用于不需要删除的场景，如黑名单和爬虫Url去重。 b) 返回空对象。如果缓存未命中，查询数据库、也为空，先将空对象写到该key中，请求不会落到数据库，并且给空对象设置过期时间。这样缺点是，在这段时间内可能会存在缓存和持久层数据不一致。 15. 缓存击穿：一个热点key，在失效的瞬间，并发穿破缓存请求数据库，导致数据库压力骤增。 解决方案： a) 互斥锁：当需要回写时，只允许第一个线程获取缓存，访问数据库，然后加载到缓存中，剩下的线程需要等到该回写线程执行完，再获取缓存。 b) 热点数据永不过期：对于热点数据，不设置过期时间，而采用异步的方式更新缓存中的数据。   3）请模拟一个简单场景，实现缓存读写操作，缓存更新操作，给出缓存的效果，分析2问题中相关策略的效果。  1 设计数据库，插入一些数据    一开始，redis缓存为空     1. 编写python代码 2. 配置Redis缓存，LFU缓存，布隆过滤器和互斥锁      1. 查询缓存，并通过布隆过滤器过滤      1. 如果有向数据库增删数据，同步更新redis，布隆过滤器（不能删除）      1. 模拟查询操作，先查询两次四个用户的订单，会触发缓存更新，然后增加删除订单，会同步更新缓存，查询不存在的用户被布隆过滤器过滤     redis缓存和数据库中都有数据变更      一段时间后，缓存分先后过期（不常用数据更早过期）  对于缓存穿透，布隆过滤器可有效防止数据库中从未存在的数据查询，来防止恶意攻击等。对于缓存击穿和雪崩，互斥锁（实现上为线程锁）实现了同时只有一个线程进行查询，然后更新缓存，防止了多线程多任务落在数据库服务器上，后续线程都在缓存中查询。同时LFU策略可有效淘汰最近使用次数最少的缓存。 | | | | |
| 结对开发过程记录 | | | |  |
| **（1）角色切换与任务分工**  表1-1结对开发角色与任务分工   | 日期 | 时间(HH:MM - HH:MM) | 驾驶员角色 | 领航员角色 | 本段时间的任务 | | --- | --- | --- | --- | --- | | 10-21 | 19:00-22:00 | 蔡志宇 | 杨昊岩 | 完成nginx多虚拟机配置 | | 10-22 | 21:00-23:00 | 蔡志宇 | 杨昊岩 | 完成nginx修改页面和负载均衡，应用到实际系统 | | 10-23 | 19:00-23:00 | 蔡志宇 | 杨昊岩 | 在多虚拟机基础上完成hadoop分布式计算 | | 10-24 | 20:00-23:00 | 杨昊岩 | 蔡志宇 | 完成redis缓存策略调查和Python代码编写，实现redis缓存 | | 10-25 | 20:00-23:00 | 杨昊岩 | 蔡志宇 | 完成Shardingsphere分片策略学习以及Springboot项目编写，测试通过 |   **（2）工作日志**  由领航员负责记录，记录结对开发期间的遇到的问题、两人如何通过交流合作解决每个问题的。  表1-2 结对开发工作日志   | 日期/时间 | 问题描述 | 最终解决方法 | 交流过程 | | --- | --- | --- | --- | | 10-21 | Linux中不支持中文输入，导致修改页面为中文受阻 | 安装中文输入法，安装ibus中文输入法驱动，配置Ubuntu中文输入法为chinese\_pinyin | 讨论了从网络上粘贴等方案，最后选择从根本上解决问题 | | 10-21 | 虚拟机和宿主机传输文件出错 | 安装VirtualBox的拓展包，为三个虚拟机都进行安装，可以进行文件的拖拽传输。后来配置ssh后，通过宿主机对虚拟机的ssh连接，也可以将文件之间拖拽到vscode页面中进行文件传输。 | 从网络上搜索了多种解决方案，在逐一尝试后成功解决问题。在hadoop实验中配置ssh后传输文件也更加简单。 | | 10-22 | 虚拟机的pip无法拉取依赖 | 在重新设置pip的镜像为清华源后成功拉取。 | 搜索pypi清华源复制后，复制配置到本机pip即可。 | | 10-23 | Hadoop配置文件source后不生效 | Hadoop版本不同造成了配置文件中的配置项不同，更改为对应版本的配置项即可。 | 共同询问了学长相关问题获得解答。 | | 10-23 | Hadoop模拟大量用户的操作日志文件 | 询问Chatgpt后，通过python脚本实现大量操作日志文件的生成，用于hadoop的分布式计算。 | 交流后决定通过python脚本实现。 | | 10-24 | Redis布隆过滤器始终全部屏蔽 | 在程序开始前增加初始化，将现有的用户名单添加进布隆过滤器 | 一开始并没有交流得到结果，后面debug发现布隆过滤器始终为空 | | 10-24 | Redis-LFU无法看出明显作用 | 设置更多数据和更长的过期时间，只明显多次查询其中的两个数据 | 商讨一个明显符合LFU特质的数据表现，得出该结论 | | 10-25 | Shardingsphere的pom配置始终和其他组件有冲突 | 降低Springboot至2.3.7版本降低ShardingSphere版本至5.2.1，配合Mybatis-plus 3.3.1可正常运行 | 在网上查阅了大批教程与文档，最终挑选了一个无冲突的稳定版本，不采用Springboot3 | | 10-25 | 分片中id会产生冲突，因为不同数据库和表的id并不统一产生 | 采用ShardingSphere的分布式序列策略配置，采用SNOWFLAKE统一生成序列id，在实体类中禁用Mybatis和数据库的自生成id | 在网上查阅相关文档，将对应解决方案共同转化为properties配置 |   **（3）结对开发工作现场照片、或视频及文件沟通截图**  请其他同学帮助拍摄结对开发现场照片至少2张。    结对开发现场照片1 结对开发现场照片2 | | | | |
| 实验总结 | | | |  |
| Nginx作为负载均衡器的应用，重点探索其在高并发请求处理中的性能表现。通过在多台服务器上配置Nginx，我们实施了轮询和最少连接两种负载均衡算法，发现Nginx能够有效地将请求分散到各个后端服务器，显著降低单台服务器的压力。在使用Apache Jmeter进行性能测试时，Nginx展示了优越的响应速度和吞吐量，证明了其在高流量环境中的可靠性。实验结果表明，Nginx提升了系统的可用性，优化了资源利用率。  实验中我们主要关注Hadoop在分布式计算中的应用，特别是HDFS和MapReduce的工作原理。通过将大数据集存储在HDFS中，我们实现了数据的分布式存储，确保了高可靠性和可用性。在编写Map和Reduce任务时， Hadoop能够并行处理大量数据，显著提高计算效率。通过监控工具分析任务执行的资源消耗，发现Hadoop能够高效利用集群资源，减少计算时间。  ShardingSphere实现了现代数据库系统的垂直和水平分库分表，在我们的实际系统中，通过分布式服务器，降低了单数据库服务器的压力，同时采用业务逻辑来讲不同类型的ai对话记录进行分表，既能够增加效率，也实现了系统更好的可维护性。  Redis缓存本身用于降低数据库压力和更快捷的数据响应。在AI对话应用中实现了更快捷的对话记忆存储与调用，能够增强用户体验，加快前置课程中消息队列实现的异步处理过程。同时缓存能够隔离应用层与数据库层，布隆过滤器和互斥锁等设计有效防范了热点数据过期和恶意攻击，使用户对其最频繁使用的对话的体验性更好，且增大安全性。 | | | | |
| 教师评语 | | | |  |
|  | | | | |